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Abstract. We consider a collaboration of peers autonomously crawl-
ing the Web. A pivotal issue when designing a peer-to-peer (P2P) Web
search engine in this environment is query routing : selecting a small sub-
set of (a potentially very large number of relevant) peers to contact to
satisfy a keyword query. Existing approaches for query routing work well
on disjoint data sets. However, naturally, the peers’ data collections often
highly overlap, as popular documents are highly crawled. Techniques for
estimating the cardinality of the overlap between sets, designed for and
incorporated into information retrieval engines are very much lacking. In
this paper we present a comprehensive evaluation of appropriate over-
lap estimators, showing how they can be incorporated into an efficient,
iterative approach to query routing, coined Integrated Quality Novelty
(IQN). We propose to further enhance our approach using histograms,
combining overlap estimation with the available score/ranking informa-
tion. Finally, we conduct a performance evaluation in MINERVA, our
prototype P2P Web search engine.

1 Introduction

1.1 Motivation

In recent years, the Peer-to-Peer (P2P) paradigm has been receiving increasing
attention. While becoming popular in the context of file-sharing applications
such as Gnutella or BitTorrent or IP telephony like Skype, the P2P paradigm
is rapidly making its way into distributed data management and information
retrieval (IR) due to its ability to handle huge amounts of data in a highly
distributed, scalable, self-organizing way with resilience to failures and churn.
Given the potentially very large set of peers storing relevant data, one of the
key technical challenges of such a system is query routing (aka collection selec-
tion), which is the process of efficiently selecting the most promising peers for a
particular information need. For example, in a file-sharing or publish-subscribe
setting, a peer may issue a structured query about MP3 files with operas by
the Greek composer Mikis Theodorakis referring to attributes like file type, mu-
sic genre, and composer; and the P2P network should quickly and efficiently
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identify other peers that offer many such files and can deliver them with short
latency. Another example would be a Web search engine based on a P2P overlay,
where a peer initiates a multi-keyword search, and the query routing mechanism
should forward this request to the best peers that offer highly scoring documents
for IR-style top-k results. In this paper, we will primarily address the ranked
retrieval setting for P2P Web search, but our solutions are also applicable to
and beneficial for DB-style structured queries without ranking.

Several techniques borrowed from the literature on distributed IR [20, 12,
24, 28] could be employed for query routing, based on statistics about term fre-
quencies (tf) and inverse document frequencies (idf) that reflect the relevance of
documents to a query term and thus can be aggregated into measures reflect the
wealth and quality of a peer’s corpus. However, these strategies typically ignore
the fact that popular documents are replicated at a significant number of peers.
These strategies often result in promising peers being selected because they share
the same high-quality documents. Consider a single-attribute query for all songs
by Mikis Theodorakis. If, as in many of today’s systems, every selected peer
contributes its best matches only, the query result will most likely contain many
duplicates (of popular songs), when instead users would have preferred a much
larger variety of songs from the same number of peers. Other application classes
with similar difficulties include P2P sensor networks or network monitoring [22].
What is lacking is a technique that enables the quantification of how many novel
results can be contributed to the query result by each of the prospective peers.

1.2 Contribution

Contacting all prospective peers during query execution and exchanging the full
information necessary to determine collection novelty is unacceptable due to the
high cost in latency and network bandwidth. We envision an iterative approach
based on compact statistical synopses, which all peers have precomputed and
previously published to a (decentralized and scalable) directory implemented
by a distributed hash table (DHT). The algorithm, coined IQN routing (for
integrated quality and novelty), performs two steps in each iteration: First, the
Select-Best-Peer step identifies the most promising peer regarding result quality
and novelty based on the statistics that were posted to the directory. Then, the
Aggregate-Synopses step conceptually aggregates the chosen peer’s document
collection with the previously selected peers’ collections (including the query
initiator’s own local collection). This aggregation is actually carried out on the
corresponding synopses obtained from the directory. It is important to note that
this decision process for query routing does not yet contact any remote peers at
all (other than for the, very fast DHT-based, directory lookups). The two-step
selection procedure is iterated until some performance and/or quality constraints
are satisfied (e.g., a predefined number of peers has been chosen).

The effectiveness of the IQN routing method crucially depends on appropri-
ately designed compact synopses for the collection statistics. To support the
Select-Best-Peer step, these synopses must be small (for low bandwidth con-
sumption, latency, and storage overhead), yet they must offer low-error
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estimations of the novelty by the peers’ collections. To support the Aggregate-
Synopses step, it must be possible to combine synopses published by different
peers in order to derive a synopsis for the aggregated collection.

In this paper we consider three kinds of synopses that each peer builds up and
posts on a per-term basis, representing the global ids of documents (e.g., URLs
or unique names of MP3 files) that a peer holds in its collection: Bloom filters
[7], hash sketches [18], and min-wise permutations [9, 10]. These techniques have
been invented for approximate, low-error representation of sets or multisets. In
this paper we show how they can be adapted to a P2P setting and exploited
for our highly effective IQN query routing. We assume that each peer locally
maintains inverted index lists with entries of the form < term, docId, score >,
and posts for each term (or attribute value in a structured data setting) a set
synopsis that captures the docIds that the peer has for the term. These postings
are kept in the DHT-based P2P directory for very efficient lookup by all peers
in the network.

The specific contributions of this paper are as follows:

– We have conducted a systematic study of Bloom filters, hash sketches, and
min-wise permutations to characterize the suitability for the specific purpose
of supporting query routing in a P2P system.

– We have developed the new IQN query routing algorithm that reconciles
quality and novelty measures. We show how this algorithm combines multiple
per-term synopses to support multi-keyword or multi-attribute queries in an
efficient and effective manner.

– We have carried out a systematic experimental evaluation, using real-life
data and queries from TREC benchmarks, that demonstrate the benefits
of IQN query routing (based on min-wise permutations) in terms of result
recall (a standard IR measure) and query execution cost.

The rest of the paper is organized as follows. Section 2 discusses related work
and gives general background on P2P IR. Section 3 introduces the different types
of synopses and presents our experimental comparison of the basic techniques.
Section 4 introduces our P2P testbed, coined MINERVA [5, 6]. Section 5 develops
the IQN routing method in detail. Section 6 discusses special techniques for
handling multi-dimensional queries. Section 7 describes extensions to exploit
histograms on score distributions. Section 8 presents our experimental evaluation
of the IQN routing method versus the best previously published algorithms,
namely, CORI [13] and our prior method from [5].

2 Related Work

Many approaches have been proposed for collection selection in distributed IR,
most notably, CORI [13], the decision-theoretic framework by [28], the GlOSS
method presented in [20], and methods based on statistical language models [32].
In principle, these methods could be applied to a P2P setting, but they fall short
of various critical aspects: they incur major overhead in their statistical models,
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they do not scale up to large numbers of peers with high dynamics, and they
disregard the crucial issue of collection overlap.

The ample work on P2P networks, such as Chord [33], CAN [29], Pastry [31], or
P-Grid [1], has developed scalable routing protocols for single-dimensional
key-based requests only. How to map multidimensional data onto distributed hash
tables (DHTs) and other overlay networks [3, 35] has not received enough atten-
tion, and these approaches do not work for the very-high-dimensional data spaces
formed by text keywords and they do not provide any support for ranked retrieval
either. P2P Web search has emerged as a new topic only recently. A variety of on-
going research projects are pursuing this direction [2, 37, 4, 14, 15, 30, 36, 22], in-
cluding our MINERVA project [5]. Query routing has been identified as a key issue,
but none of the projects has a fully convincing solution so far.

Fundamentals for statistical synopses of (multi-)sets have a rich literature,
including work on Bloom filters [7, 17], hash sketches [18], and min-wise inde-
pendent permutations [9, 10]. We will overview these in Section 3.

There is relatively little work on the specific issue of overlap and novelty
estimation. [38] addresses redundancy detection in a centralized information fil-
tering system; it is unclear how this approach could be made scalable in a highly
distributed setting. [27, 21] present a technique to estimate coverage and overlap
statistics by query classification and use a probing technique to extract features
from the collections. The computational overhead of this technique makes it un-
suitable for a P2P query routing setting where estimates must be made within
the critical response-time path of an online query.

Our own prior work [5] addressed overlap estimation for P2P collections, but
was limited to Bloom filters and used only a simple decision model for query
routing. The current paper shows how to utilize also more sophisticated and
flexible kinds of synopses like min-wise permutations, analyzes their advantages,
and develops the novel IQN routing method. IQN outperforms the method of [5]
by a large margin in terms of the ratio of query result recall to execution cost.

3 Collection Synopses for Information Retrieval

3.1 Measures

Consider two sets, SA and SB, with each element identified by an integer key
(e.g., docID). The overlap of these two sets is defined as |SA ∩ SB|, i.e., the
cardinality of the intersection.

The notions of Containment and Resemblance have been proposed as mea-
sures of mutual set correlation and can be used for our problem setting [8].

Containment(SA, SB) = |SA∩SB |
|SB | is used to represent the fraction of elements

in SB that are already known to SA. Resemblance(SA, SB) = |SA∩SB |
|SA∪SB | represents

the fraction documents that SA and SB share with each other. If the intersec-
tion |SA ∩ SB| is small, so are containment and resemblance, and SB can be
considered a useful information source from the viewpoint of SA. Note that re-
semblance is symmetric, while containment is not. Also, given |SA| and |SB| and
either one of Resemblance or Containment, one can calculate the other [11].
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However, none of these notions can fully capture the requirements of our sys-
tem model. Specifically, we expect peers to have widely varying index list sizes.
Consider now, for example, two collections SA and SB with |SA| � |SB| and a ref-
erence collection SC . Since |SA| is small, so is |SA ∩SC |, yielding low containment
and resemblance values, even if SA ⊂ SC . If we preferred collections with low con-
tainment or resemblance, we would prefer SA over SB, even though SA might not
add any new documents. To overcome this problem, we propose the notion of nov-
elty of a set SB with regard to SA, defined as Novelty(SB|SA) = |SB −(SA∩SB)|.

3.2 Synopses

In the following, we briefly overview three relevant statistical synopses methods
from the literature, focusing on estimating resemblance. In Section 5.2 we will
show how to use resemblance to estimate our proposed novelty measure.

Bloom Filters. A Bloom filter (BF) [7] is a data structure that compactly
represents a set as a bit vector in order to support membership queries. Bloom
filters can easily approximate intersections and unions by bit-wise AND and
ORing of two filters. The resemblance between two sets is derived from the
cardinalities of their union and intersection.

Min-Wise Independent Permutations (MIPs). Min-Wise Independent Per-
mutations, or MIPs for short, have been introduced in [9, 10]. This technique
assumes that the set elements can be ordered (which is trivial for integer keys)
and computes N random permutations of the elements. Each permutation uses a
linear hash function of the form hi(x) := ai∗x+bi mod U where U is a big prime
number and ai, bi are fixed random numbers. By ordering the resulting hash val-
ues, we obtain a random permutation. For each of the N permutations, the MIPs
technique determines the minimum hash value, and stores it in an N -dimensional
vector, thus capturing the minimum set element under each of these random
permutations. Its fundamental rationale is that each element has the same prob-
ability of becoming the minimum element under a random permutation.

An unbiased estimate of the pair-wise resemblance of sets using their N -
dimensional MIPs vectors is obtained by counting the number of positions in

Fig. 1. Example of Min-Wise Permutations
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which the two vectors have the same number and dividing this by the num-
ber of permutations N [11]. Essentially, this holds as the matched numbers are
guaranteed to belong to the intersection of the sets.

A heuristic form of approximating also the intersection and union of two sets
would combine two MIPs vectors by taking, for each position, the maximum and
minimum of the two values. The ratio of the number of distinct values in the
resulting aggregated MIPs vector to the vector length N provides an estimate
for the intersection and union cardinalities, but in the intersection case, this is
no longer a statistically sound unbiased estimator.

Hash Sketches. Hash sketches were first proposed by Flajolet and Martin in
[18], to probabilistically estimate the cardinality of a multiset S. [19] proposes
a hash-based synopsis data structure and algorithms to support low-error and
high-confidence estimates for general set expressions. Hash sketches rely on the
existence of a pseudo-uniform hash function h() : S → [0, 1, . . . , 2L). Durand
and Flajolet presented a similar algorithm in [16] (super-LogLog counting) which
reduced the space complexity and relaxed the required statistical properties of
the hash function.

Hash sketches work as follows. Let ρ(y) : [0, 2L) → [0, L) be the position
of the least significant (leftmost) 1-bit in the binary representation of y; that
is, ρ(y) = mink≥0 bit(y, k) �= 0, y > 0, and ρ(0) = L. bit(y, k) denotes the
kth bit in the binary representation of y (bit position 0 corresponds to the
least significant bit). In order to estimate the number n of distinct elements in
a multiset S we apply ρ(h(d)) to all d ∈ S and record the results in a bitmap
vector B[0 . . . L−1]. Since h() distributes values uniformly over [0, 2L), it follows
that P (ρ(h(d)) = k) = 2−k−1.

Thus, for an n-item multiset, B[0] will be set to 1 approximately n
2 times, B[1]

approximately n
4 times, etc. Then, the quantity R(S) = maxd∈Sρ(d) provides

an estimation of the value of log n. [18, 16] present analyses and techniques to
bound from above the error introduced, relying basically on using multiple bit
vectors and averaging over their corresponding R positions.

3.3 Experimental Characterization

We evaluated the above synopses in terms of their general ability to estimate
mutual collection resemblance. For this purpose, we randomly created pairs of
synthetic collections of varying sizes with an expected overlap of 33%.

For a fair and realistic comparison, we restricted all techniques to a synopsis
size of 2,048 bits, and from this space constraint we derived the parameters of
the various synopses (e.g., the number N of different permutations for MIPs).
We report the average relative error (i.e., the difference between estimated and
true resemblance over the true resemblance, averaged over 50 runs with different
synthesized sets).1

1 The expectation values, i.e., the averages over the estimated resemblance values, are
more or less perfect (at least for MIPs and hash sketches) and not shown here. This
is no surprise as the estimators are designed to be unbiased.
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Fig. 2. Relative Error of Resemblance Estimation

Figure 2 shows, on the left side, the relative error as a function of the set
cardinality. We see that MIPs offer accurate estimates with little variance and
that their error is almost independent of the collection sizes. Hash sketches are
also robust with respect to the collection sizes, but on average have a higher
error. Bloom filters perform worse even with small collections, because (given
their size of 2,048 bits) they are overloaded, i.e., they would require more bits
to allow for accurate estimates.

Next, we created synthetic collections of a fixed size (10,000 elements), and
varied the expected mutual overlap. We again report on average relative error.
The results, shown in Figure 2 on the right side, are similar to the observations
above: Bloom Filters suffer again from overload; MIPs and hash sketches offer
accurate estimates with a low variance for all degrees of overlap.

3.4 Discussion

A qualitative comparison for selecting the most appropriate synopsis of the peer
collections should be based on the following criteria: 1) low estimation error,
2) small space requirements for low storage and communication costs, 3) the
ability to aggregate synopses for different sets in order to derive a synopsis for
the results of set operations like union, intersection, or difference, and 4) the
ability to cope with synopses of heterogeneous sizes, e.g., to combine a short
synopsis for a small set with a longer synopsis for a larger set.

Bloom filters can provide tunably accurate estimations of resemblance be-
tween two sets. They also facilitate the construction of aggregate synopses for
the union and intersection of sets, by simply taking the bit-wise OR and bit-
wise AND of the filters of the two sets. ¿From these, it is in turn straightforward
to derive a novelty estimator. A major drawback of Bloom filters is that they
cannot work when different sets have used different size filters.

This leads either to very high bandwidth and storage overhead (when forc-
ing all collections to be represented by an a-priori maximum filter size) or to
high errors (when using inappropriately small size filters, due to very high false
positive probability).
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MIPs and hash sketches can offer set resemblance estimation with small errors
with reasonable space and bandwidth requirements. For the numbers chosen in
our experiments, MIPs work even more accurately (i.e., with a lower variance)
than hash sketches for different combinations of collection sizes and degrees of
overlap, for sets with cardinalities from a few thousand up to millions of elements.

For hash sketches, we are not aware of ways to derive aggregated synopses
for the intersection of two sets (whereas union is straightforward by bit-wise
OR). This somewhat limits their flexibility in some application classes with
conjunctive multi-dimensional queries (cf. Section 6). Moreover, they share with
Bloom filters the disadvantage that all hash sketches need to have the same bit
lengths in order to be comparable.

MIPs are at least as good as the other two techniques in terms of error and
space requirements. In contrast to both Bloom filters and hash sketches, they
can cope, to some extent, with heterogeneous sizes for resemblance estimation.
When comparing two MIPs vectors with N1 and N2 permutations, we can simply
limit ourselves to the min(N1, N2) common permutations and obtain meaningful
estimates. Of course, the accuracy of the estimator may degrade this way, but
we still have a working method and our experiments in Section 8 show that the
accuracy is typically still good enough.

4 MINERVA Prototype for P2P Web Search

MINERVA is a fully operational distributed search engine that we have imple-
mented and that serves as a testbed for our work. A conceptually global but
physically distributed directory, which is layered on top of Chord [33], holds
compact, aggregated information about the peers’ local indexes, to the extent
that the individual peers are willing to disclose. Unlike [23], we use the Chord
DHT to partition the term space, such that every peer is responsible for the
statistics and metadata of a randomized subset of terms within the directory.
For failure resilience and availability, the responsibility for a term can be repli-
cated across multiple peers. We do not distribute the actual index lists or even
documents across the directory.

Directory maintenance, query routing, and query processing work as follows.
Every peer publishes statistics, denoted as Posts, about every term in its local
index to the directory. The peer onto which the term is hashed maintains a
PeerList of all postings for this term from all peers across the network. Posts
contain contact information about the peer who posted the summary together
with statistics to calculate IR-style relevance measures for a term, e.g., the length
of the inverted index list for the term, the maximum or average score among the
term’s inverted list entries, etc. A peer that initiates a multi-keyword query
first retrieves the PeerLists for all query terms from the distributed directory. It
combines this information to identify the most promising peers for the current
query. For efficiency reasons, the query initiator can decide to not retrieve the
complete PeerLists, but only a subset, say the top-k peers from each list based
on IR relevance measures, or more appropriately the top-k peers over all lists,
calculated by a distributed top-k algorithm like [25].
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5 Enhancing Query Execution Using Novelty Estimation

5.1 The IQN Query Routing Method

Good query routing is based on the following three observations:

1. The query initiator should prefer peers that are likely to hold highly relevant
information for a particular query.

2. On the other hand, the query should be forwarded to peers that offer a great
deal of complementary results.

3. Finally, this process should incur acceptable overhead.

For the first aspect, we utilize the statistical metadata about the peers’ local
content quality that all peers post to the distributed directory (based on lo-
cal IR measures like tf*idf-based scores, scores derived from statistical language
models, or PageRank-like authority scores of documents). For the second aspect,
each peer additionally publishes term-specific synopses that can be used to esti-
mate the mutual term-specific novelty. For the third aspect, we ensure that the
synopses are as compact as possible and we utilize in a particularly cost-efficient
way for making routing decisions.

The Integrated Quality Novelty (IQN) method that we have developed based
on this rationale starts from the local query result that the query initiator can
compute by executing the query against its own local collection and builds a syn-
opsis for the result documents as a reference synopsis against which additionally
considered peers are measured. Alternatively to the local query execution, the
peer may also construct the reference synopsis from its already existing local
per-term synopses. In this section we will simplify the presentation and assume
that queries are single-dimensional, e.g., use only one keyword; we will discuss
in Section 6 how to handle multi-keyword or multi-attributed queries.

IQN adds peers to the query processing plan in an iterative manner, by al-
ternating between a Select-Best-Peer and an Aggregate-Synopses step.

The Select-Best-Peer step uses the query-relevant PeerList from the directory,
fetched before the first iteration, to form a candidate peer list and identify the
best peer that is not yet included in the execution plan. Quality is measured
in terms of an IR relevance metric like CORI [13, 12]: CORI computes the
collection score si of the i-th peer with regard to a query Q = {t1, t2, ..., tn} as
si =

∑
t∈Q

si,t

|Q| where si,t = α + (1 − α) · Ti,t · Ii,t.
The computations of Ti,t and Ii,t use the number of peers in the system,

denoted np, the document frequency (cdf) of term t in collection i, and the
maximum document frequency (cdfmax) for any term t in collection i:

Ti,t = cdfi,t

cdfi,t+50+150· |Vi|
|V avg |

Ii,t =
log(np+0.5)

cft

log(np+1)

where the collection frequency cft is the number of peers that contain the term
t. The value α is chosen as α = 0.4 [13].
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CORI considers the size |Vi| of the term space of a peer (i.e., the total number
of distinct terms that the peer holds in its local index) and the average term
space size |V avg| over all peers that contain term t.

In practice, it is difficult to compute the average term space size over all
peers in the system (regardless of whether they contain query term t or not). We
approximate this value by the average over all collections found in the PeerLists.

Novelty is measured by the candidate peers’ synopses, also fetched from the
directory upfront, using the techniques of the previous section with further de-
tails provided below. The candidate list is sorted by the product of quality and
novelty. Each IQN iteration selects the best quality*novelty peer, adds it to the
query processing plan, and removes it from the candidate list.

The Aggregate-Synopses step aims to update the expected quality of the result
under the condition that the query will be processed by all those peers that were
previously selected including the one chosen in the current iteration. For this
purpose, IQN aggregates the synopsis of the last selected peer and the references
synopsis, where the latter already captures the results that can be expected from
all peers chosen in previous iterations. The result forms the reference synopsis for
the next iteration. The details of the synopses aggregation depend on the kind
of synopsis structure and is discussed in the following subsection. Note that IQN
always aggregates only two synopses at a time, and also needs to estimate only
the novelty of an additionally considered peer against the reference synopsis.
The algorithm is designed so that pair-wise novelty estimation is all it needs.

The two steps, Select-Best-Peer and Aggregate-Synopses, are iterated until
some specified stopping criterion is satisfied. Good criteria would be reaching
a certain number of maximum peers that should be involved in the query, or
estimating that the combined query result has at least a certain number of (good)
documents. The latter can be inferred from the updated reference synopsis.

5.2 Estimating Pair-Wise Novelty

We show how to utilize the synopses based on MIPs, hash sketches, and Bloom
filters to select the next best peer in an iteration of the IQN method. For simplic-
ity, best refers to highest novelty here. In a real-world application like MINERVA,
the peer selection process will be based on a combination of novelty and quality
as explained in the previous subsection.

Exploiting MIPs. MIPs can be used to estimate the resemblance R between
SA and SB as seen in Section 3.2. Given |SA| and |SB|, we estimate the overlap
between SA and SB as |SA ∩ SB| = R∗(|SA|+|SB|)

(R+1) and can use this overlap esti-
mation to calculate our notion of novelty using the equation from the definition:
Novelty(SB|SA) := |SB − (SA ∩ SB)| = |SB| − |(SA ∩ SB)|. This assumes that
the initial reference synopsis from which IQN starts is given in a form that we
can estimate its cardinality (in addition to having its MIPs representation). This
is guaranteed as the query initiator’s local query result forms the seed for the
reference synopsis.
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Exploiting Hash Sketches. Hash sketches can be used to estimate the cardi-
nality of the union of two sets. Using the equation |SA ∩ SB| = |SA| + |SB| −
|SA ∪ SB|, we can derive the overlap |SA ∩ SB| and subsequently our notion
of novelty. Given hash sketches for all candidate peers and an (initially empty)
hash sketch representing the result space already covered, one can create a hash
sketch for the union of two sets by a bit-wise OR operation, as the document
that is responsible for a set bit will also be present in the combined collection.
Inversely, if none of the documents in either collection has set a specific bit, there
will also be no document in the combined collection setting this particular bit:
HSA∪B[i] = HSA[i] OR HSB[i] ∀i : 1 ≤ i ≤ n.

Exploiting Bloom Filters. Given Bloom filter representations of the reference
synopsis and of the additionally considered peer’s collection, we need to estimate
the novelty of peer p to the query result. For this purpose, we first compute a
Bloom filter bf for the set difference by taking the bit-wise difference, that
is: bf [i] := bfp[i]∧ � bfref [i]. This is not an accurate representation of the set
difference; the bit-wise difference may lead to additional false positives in bf , but
our experiments did not encounter dramatic problems with false positives due
to this operation (unless there were already many false positives in the operands
because of short bitvector length). Finally, we estimate the cardinality of the set
difference from the number of set bits in bf .

5.3 Aggregate Synopses

After having selected the best peer in an iteration of the IQN method, we need
to update the reference synopsis that represents the result space already cov-
ered with the expected contribution from the previously selected peers. This is
conceptually a union operation, since the previous result space is increased with
the results from the selected peer.

Exploiting MIPs. By design of MIPs, it is possible to form the MIPs represen-
tation for the union of two MIPs-approximated sets by creating a vector, taking
the position-wise min of the vectors. This is correct as for each permutation, the
document yielding the minimum for the combined set is the minimum of the two
minima. More formally, given MIPsA[] and MIPsB[], one can form MIPsA∪B[]
as follows MIPsA∪B[i] = min{MIPsA[i], MIPsB[i]} ∀i : 1 ≤ i ≤ n.

A nice property of MIPs that distinguishes this technique from hash sketches
and Bloom filters is that this MIPs-based approximation of unions can be applied
even if the MIPs vectors of the two operands have different lengths, i.e., have
used a different number of permutations. In a large-scale P2P network with
autonomous peers and high dynamics, there may be many reasons why individual
peers want to choose the lengths of their MIPs synopses at their own discretion.
The only agreement that needs to be disseminated among and obeyed by all
participating peers is that they use the same sequence of hash functions for
creating their permutations. Then, if two MIPs have different lengths, we an
always use the smaller number of permutations as a common denominator. This
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loses accuracy in the result MIPs, but still yields a viable synopsis that can be
further processed by the IQN algorithm (and possibly other components of a
P2P search engine).

Exploiting Hash Sketches. Similarly, one can create a hash sketch for the
union of two sets by a bit-wise OR operation, as described in Section 5.2.

Exploiting Bloom Filters. For Bloom filters, forming the union is straightfor-
ward. By construction of the Bloom filters, one can create the Bloom filter for
the combined set from the Bloom filters of two collections by again performing
a bit-wise OR operation: BFA∪B[i] = BFA[i] OR BFB[i] ∀i : 1 ≤ i ≤ n.

6 Multi-dimensional Queries

As the synopses posted by the peers are per term, there is a need to combine
the synopses of all terms or query conditions for a multi-dimensional query
appropriately. This issue primarily refers to the Aggregate-Synopses step of the
IQN method (once we have an overall synopsis for capturing multi-keyword result
estimates, the Select-Best-Peer step is the same as before). We have developed
two techniques for this purpose, a per-peer aggregation method and a per-term
aggregation method. They will be discussed the following subsections. We start,
however, by discriminating two kinds of queries, conjunctive and disjunctive
ones, and discussing their requirements for synopses aggregation.

6.1 Conjunctive vs. Disjunctive Queries

Two query execution models are common in information retrieval: disjunctive
queries and conjunctive queries. Conjunctive queries require a document to con-
tain all query terms (or a file to satisfy all specified attribute-value conditions),
while disjunctive queries search for documents containing any (and ideally many)
of the terms. Both query types can be either with ranking of the results (and
would then typically be interested only in the top-k results) or with Boolean
search predicates. While conjunctive queries have become common in simple IR
systems with human interaction such as Web search engines and are much more
frequent in database querying or file search, disjunctive query models are often
used in environments with large, automatically generated queries or in the pres-
ence of query expansion. The latter is often the case in intranet search, corporate
knowledge management, and business analytics.

The choice for one of these query models has implications for the creation of
per-peer synopses from the original term-specific synopses. In the Select-Best-
Peer stage of IQN, a peer’s novelty has to be estimated based on all terms of a
specific query. For conjunctive queries, the appropriate operation on the per-term
synopses would, thus, be an intersection. For Bloom filters this is straightforward:
we represent the intersection of the two sets by simply combining their corre-
sponding Bloom filters (i.e., bit vectors) using a bitwise AND. However, we are
not aware of any method to create meaningful intersections between synopses
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based on hash sketches, and for MIPs the prior literature does not offer any
solutions either. For hash sketches a very crude approach would be use unions
also for conjunctive queries; this would at least give a valid synopsis as unions
are superset of intersections. But, of course, the accuracy of the synopses would
drastically degrade. This is certainly an inherent disadvantage of hash sketches
for our P2P query routing framework. For MIPs the same crude technique would
be applicable, too, but there is a considerably better, albeit somewhat ad hoc,
heuristic solution. When combining the mininum values under the same per-
mutation from two different MIPs synopses, instead of using the minimum of
the two values (like for union) we could use the maximum for intersection. The
resulting combined MIPs synopsis is no longer the MIPs representation that we
would compute from the real set intersection, but it can serve as an approxima-
tion. It is a conservative representation because the true minumum value under
a permutation of the real set intersection can be no lower than the maximum of
the two values from the corresponding MIPs synopses.

For a disjunctive query model, in contrast, the union operation suffices to
form an aggregated per-peer synopsis from the term-specific synopses of a peer.
This follows since any document being a member of any of the peer’s index lists
qualifies for the result. In Section 5.3 we have introduced ways of creating such
synopses from the synopses of both sets.

In the following, we present two strategies for combining per-term synopses
of different peers to assess their expected novelty with respect to a reference
set and its synopsis. For Bloom filters or MIPs, these can handle both conjunc-
tive or disjunctive queries; for hash sketches a low-error aggregation method for
conjunctions is left for future work.

6.2 Per-Peer Collection Aggregation

The per-peer aggregation method first combines the term-specific set representa-
tions of a peer for all query terms (using union or intersection, depending on the
query type and the underlying type of synopsis). This builds one query-specific
combined synopsis for each peer, which is used by IQN, to estimate the peer’s
novelty with respect to the aggregated reference synopsis of the previously cov-
ered result space. After selecting the most promising peer, its combined synopsis
is aggregated with the reference synopsis of the current IQN iteration.

6.3 Per-Term Collection Aggregation

The per-term aggregation method maintains term-specific reference synopses of
the previously covered result space, σprev(t), one for each term or attribute-
value condition of the query. The term-specific synopses σ(p, t) of each peer p,
considered as a candidate by IQN, are now used to calculate term-specific novelty
values. For the entire query, these values are simply summed up over all terms
in the query. The summation is, of course, a crude estimate of the novelty of the
contribution of p for the entire query result. But this technique leads to a viable
peer selection strategy.
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Per-peer aggregation, discussed in the previous subsection, seems to be more
intuitive and accurate, but the per-term aggregation method offers an inter-
esting advantage: there is no need for an intersection of set synopses, even in
the conjunctive query model. Instead, the magic lies in the aggregation of the
term-specific novelty values. We believe that this aggregation technique can be
further extended, e.g., for exploiting term correlation measures mined from the
P2P system. Our MINERVA testbed has implemented both of the two presented
aggregation techniques, for all three kinds of synopses.

7 Extensions

7.1 Score-Conscious Novelty Estimation Using Histograms

In the previous sections we have focused on techniques that treat collections as
a set of documents. This might be useful in P2P file sharing applications but
in ranked retrieval we can do better. Observe that we are more interested in
the mutual overlap that different peers have in the higher-scoring portions of an
index list. We employ histograms to put documents of each index list into cells,
where each cell represents a score range of an index list.

Synopses are now produced separately for each histogram cell. We calculate
the weighted novelty estimate between two statistics by performing a pairwise
novelty estimation over all pairs of histogram cells, i.e., we estimate the novelties
of all histogram cells of a peer’s synopses with regard to the cells of another peer’s
synopses and aggregate these novelty values using a weighted sum, where the
weight reflects the score range (i.e., we assign a higher weight for overlap among
high-scoring cells).

7.2 Adaptive Synopses Lengths

As mentioned before, a large-scale P2P setting with high churn dictates that
different peers may want to use synopses of different lengths. The MIPs-based
techniques do indeed support this option (although it has a price in terms of
potential reduction of accuracy).

In P2P Web search, an important scenario is the situation where each peer
wants to invest a certain budget B for the total space that all its per-term syn-
opses require together. This is primarily to limit the network bandwidth that
is consumed by posting the synopses to the directory. Although each individual
synopsis is small, peers should batch multiple posts that are directed to the same
recipient so that message sizes do indeed matter. Especially when directory en-
tries are replicated for higher availability and when peers post frequent updates,
the network efficiency of posting synopses is a critical issue.

In this framework, a peer with a total budget B has the freedom to choose
specific a length lenj for the synopsis of term j, such that

∑M
j=1 lenj = B where

M is the total number of terms.
This optimization problem is reminiscent of a knapsack problem. A heuristic

approach that we have pursued is to choose lenj in proportion to a notion of
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benefit for term j at the given peer. Natural candidates for the benefit weights
could be the length of the index list for term j, giving higher weight to lists with
more documents, or the number of list entries with a relevance score above some
threshold, or the number of list entries whose accumulated score mass equals the
90% quantile of the score distribution.

8 Experiments

8.1 Experimental Setup

One pivotal issue when designing our experiments was the absence of a standard
benchmark. While there are benchmark collections for centralized Web search,
it is not clear how to distribute such data across peers of a P2P network. Some
previous studies partitioned the data into many small and disjoint pieces; but
we do not think this is an adequate approach for P2P search with no central co-
ordination and highly autonomous peers. In contrast, we expect a certain degree
of overlap, with popular documents being indexed by a substantial fraction of
all peers, but, at the same time, with a large number of documents only indexed
by a tiny fraction of all peers.

For our experiments we have taken the complete GOV document collection, a
crawl of the .gov Internet domain used in the TREC 2003 Web Track benchmark
(http://trec.nist.gov). This data comprises about 1.5 million documents (mostly
HTML and PDF). All recall measurements that we report below are relative to
this centralized reference collection. So a recall of x percent means that the P2P
Web search system with IQN routing found in its result list x percent of the
results that a centralized search engine with the same scoring/ranking scheme
found in the entire reference collection.

For our P2P testbed, we partitioned the whole data into disjoint fragments,
and then we form collections placed onto peers by using various strategies to
combine fragments. In one strategy, we split the whole data into f fragments
and created collections by choosing all subsets with s fragments, thus, ending up
with

(
f
s

)
collections each of which was assigned to one peer. In a second strategy,

we have split the entire dataset into 100 fragments and used the following sliding-
window technique to form collections assigned to peers: the first peer receives r
(subsequent) fragments f1 to fr, the next peer receives the fragments f1+offset

to fr+offset, and so on. This way, we systematically control the overlap of peers.
For the query workload we took 10 queries from the topic-distillation part of

the TREC 2003 Web Track benchmark [34]. These were relatively short multi-
keyword queries, typical examples being “forest fire” or “pest safety control”.

All experiments were conducted on the MINERVA testbed described in Sec-
tion 4, with peers running on a PC cluster. We compared query routing based
on the CORI method which is merely quality-driven (see Section 5.1) against
the quality- and novelty-conscious IQN method. Recall that CORI is among the
very best database selection methods for distributed IR. We measured the (rela-
tive) recall as defined above, for a specified number of peers to which the query
was forwarded. In the experiments we varied this maximum number of peers per
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query. This notion of recall directly reflects the benefit/cost ratio of the different
query routing methods and their underlying synopses.

8.2 Experimental Results

Figure 3 shows the recall results (micro-averaged over all our benchmark queries),
using the

(
f
s

)
technique in the chart on the left side and the sliding-window

technique on the right side. More specifically we chose f = 6 and s = 3 for the
left chart, which gave us

(6
3

)
= 20 collections for 20 peers, and we chose r = 10

and offset = 2 for 50 collections on 50 peers in the sliding-window setup.
The charts show recall results for 4 variants of IQN: using MIPs or Bloom

filter synopses with two different lengths. The shorter synopsis length was 1024
bits (32 permutations); the longer one was 2048 bits (64 permutations).

Figure 3 clearly demonstrates that all IQN variants outperform CORI by a sub-
stantial margin: in some cases, the recall for a cost-efficient, small number of peers,
e.g., 5 peers, was more than 3 times higher, a very significant gain. Also note that
in the more challenging sliding-window scenario, the IQN methods needed about
5 peers to reach 50% recall, whereas CORI required more than 20 peers.

In the comparison of the two different synopses techniques, our expectation,
from the stand-alone experiments in Section 3, that MIPs can outperform Bloom
filters were fully reconfirmed, now in the full application setting of P2P Web
search. Especially for the smaller synopsis length of 1024 bits, the MIPs-based
IQN beats Bloom filters by a significant margin in terms of recall for a given
number of peers. In terms of number of peers required for achieving a given recall
target, again the improvement is even more prominent. For example, IQN with
1024-bit Bloom filters required 9 peers to exceed 60 % recall, whereas IQN with
MIPs synopses of the same length used only 6 peers. Doubling the bit length
improved the recall of the Bloom filter variant, and led to minor gains for MIPs.

As the network cost of synopses posting (and updating) and the network cost
and load per peer caused by query routing are the major performance issues in a
P2P Web search setting, we conclude that IQN, especially in combination with
short MIPs synopses, is a highly effective means of gaining efficiency, reducing
the network and per-peer load, and thus improving throughput and response
times of the entire P2P system.

Fig. 3. Recall as a function of the number of peers involved per query



IQN Routing: Integrating Quality and Novelty in P2P 165

9 Conclusion and Future Work

This paper has developed the novel IQN query routing method for large-scale
P2P systems, with applications in file and Web search. We have characterized
and experimentally studied the strengths and weaknesses of three prominent
types of statistical synopses, and we have shown how these basic techniques can
be incorporated into and effectively leveraged for P2P query routing.

The experiments have proven the high potential of novelty-aware collection
selection. It can drastically decrease the number of collections that have to be
queried in order to achieve good recall. Depending on the actual degree of overlap
between the collections, we have seen remarkable improvements especially at low
numbers of queried peers. This fits exactly with our scenario of P2P Web search
where we want to put low limits in the number of peers involved in a query.

Our future work will aim at further refinements and improvements of distrib-
uted statistics management in a highly dynamic P2P environment.
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